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On impulse, I kill the engine and turn off the headlights. The big Dodge pickup truck coasts a few feet up the driveway, tires crunching softly on the gravel. It’s a cool night. I sit in the dark and try to think. After a few minutes, I find myself gazing at my house through a sparse stand of birch trees. A small figure stands behind the bay window on the east side, framed in the warm, orange-yellow light of a shaded lamp. It’s my son. He’s watching out for me, waiting for me to come home. What an irony. He’s what I’m thinking about now. He’s four, an age when everything is beginning to make a little sense. All he wants to do is gather impressions and ask questions about how things work and why. For God’s sake, what can I tell him now, after what I’ve just learned?

The answers we discover in our early childhood remain with us all of our lives. When I was very young I read a short story that seemed to say everything to me. Representatives from an advanced galactic empire arrived on Earth to save a few human beings before the sun went nova. The aliens were puzzled when they couldn’t find anyone. Humans hadn’t had time to develop interstellar spaceflight to escape. Then the aliens discovered a fleet of crude chemical rockets in nearby space on a generations-long voyage to another star. They were so impressed by the humans’ intelligence and audacity that they joked about finding the new galactic competition. Their joke was closer to the truth than they realized.

I grew up reading stories, watching movies and playing computer games based on similar themes. Humans you just couldn’t kill. Aliens shaking their various heads in amazement. Pity the poor aliens: the humans never gave up, whether you torched them, sprayed them, or stomped on them. The cockroaches of the galaxy, somebody called us in a novel or a game I’ve long forgotten. Being a galactic cockroach made me feel good about myself. Lying on my back in the cold grass of my parents’ backyard in northern Maine, scanning the night sky with an old pair of binoculars, I thought I could do everything. I could warm my small fists in the fires of Arcturus or wash myself in the winding sprays of radiation from the pulsar at the heart of the Crab Nebula. Often the wind and ghostly movements of white birch branches across the spangled sky would put me to sleep. I would dream about flying through the void to great suns, gaseous clouds, and astonishing planets peopled with strange beings great and small, who showed me things that no one else (I thought) could imagine. Inevitably my father would come and carry me away, sleepily protesting, and place me gently in my bed.

I wanted to be an astronomer, until I realized that astronomers only watched. The space shuttle was a low-orbit truck; being an astronaut was like having the door thrown open and not being able to step through. I was nine, ambitious, and born way too early. Then my father, a middle-level executive for a wood products company, brought home his first computer, a Kaypro with an 8086 processor, a half-meg of memory, a couple of 360K floppy drives, and a four-color RGB monitor. A few weeks later we were down south in a book store in the shopping mall in Bangor, and I noticed a shelf of software near the children’s book section. Among the copies of MS-DOS, Wordstar, and DBase was a slim, magazine-sized package with a wonderful illustration of a spaceship in orbit above a gaseous planet. Starflight was the title of the game, and on the back it promised me that I could explore hundreds of stellar systems using my father’s PC.

I had to have it. Twenty-one dollars was an extraordinary price, but I absolutely had to get my father to buy it. He must have sensed something (I was nearly in tears), because he gave me no argument. A couple of hours into the game, I had my answer: If I couldn’t get into the sky, I could at least recreate it, tweak it, and ultimately create worlds of my own, all in little boxes like the one that sat on my father’s desk. When I finished high school in Presque Isle, I went to MIT, and from there to Silicon Graphics and Sun Microsystems. When I started giving interviews about the software I’d developed, I decided that it was time to create my own company. You can find my hyper-relational databases, simulations, graphics applications, virtual reality engines, self-initiating and self-coding operating systems, and AI structures everywhere.

My son discovered the moon when he was a year old. “Moon!” he’d cry, sitting in my lap on our deck in the evening. It was his first word. “Moooon!” I put the binoculars to his face and taught him how to keep his eyes open and look through them. I named the lunar seas and craters and mountains for him. Yesterday he asked me whether anyone lived up in the sky where the stars are, and if so, who? A tough question. We talked about Fermi’s paradox: the universe is billions of years old, so why aren’t they here by now? I told him that I didn’t know the answer. Maybe someday. Maybe they’re around, and we don’t know it. But I can see where my son’s curiosity is taking him, not in the details, but in the direction. Up. It’s the greatest thrill of my life.

I thought I could do it all, and I knew my son was going to do even more than me—until today.

 

My wife is an academic historian. Historians are either the very brightest or among the dullest people in the world. There is no in-between in that profession. My wife is magnificent. This morning she took me to a conference in France.

I had just settled into my seat when the President of the United States glanced at me and said, “Dr. Asherwood, my secretary forwarded a report to you. Have you read it?”
I hesitated. The light streaming through a large, open window threw the president’s head and shoulders into silhouette. But I could see the glint of the pince-nez spectacles perched on his narrow nose. The eyes behind the glass—shadows, really—seemed hard and appraising.

“Uh, yes, Mr. President, I looked at it in the car out from Paris.”
“Very good. We shall have need of your help in settling some of the thornier issues of industry and commerce, especially those regions of the world where Great Britain and France have granted independence.” And he nodded at the figures seated on the other side of the broad, polished table.

Someone drew a thin curtain across the window. The light, muted and rose-colored now, revealed more of the president’s face. The iron-grey hair starkly combed to one side, the spectacles and cold, gray-blue eyes, the hollow high cheeks and thin lips pressed tightly together were familiar from the photographs. But the face itself remained an incongruous addition to the baroque architecture of the Hall of Mirrors in the Palace of Versailles, or even to the rough and tumble politics of America in the new century. It’s true, I thought, he really looks like a Presbyterian minister or a Princeton history professor.
Now one of the figures across the table was speaking in French, an older man of great personal gravity, a heavy jaw, white hair, and an enormous walrus mustache. He gestured toward another man at the end of the table. With a start, I recognized the mustached man as Georges Clemenceau, the French prime minister, and the man he was pointing at—slight, bald, huge forehead, dark goatee and penetrating eyes—was…Lenin?
Vladimir Ilyich Lenin at the Versailles Peace Conference in 1919? My wife was having some fun here.

I was so surprised that I missed the translation of Clemenceau’s question. I turned to the president as he answered.

Woodrow Wilson said: “Mr. Lenin arrived by train from the Soviet Union—” pronouncing the words carefully and acknowledging Lenin’s nod and slight smile—”last night. We’ve agreed to have a representative of the current Russian government here for consultation. Mr. Lenin asked to come himself, to be a partner in our deliberations. Despite some grave reservations, I’ve agreed to this, and I’ve given orders to begin withdrawing American military forces from Russian territory.”
I was amused by the reactions of the Allied ministers. Clemenceau threw up his hands. “Mon Dieu!” he spat, loudly enough so that everyone could hear. David Lloyd-George, the British prime minister, simply sat back and looked at the ceiling, shrugging off an aide who was desperately trying to attract his attention. The Italian leader, Vittorio Orlando, knotted his fingers together and looked very worried.

Just like Maggie to slip something like this into the simulation, I thought. Juice it up, make people think.
As counterfactual history, it was a fascinating scenario. Two nations that offered different alternatives to the centuries-old world order based on European colonialism, two nations who would become the principal adversaries of the second half of the twentieth century, here at the end of the First World War collaborating against the imperialists. What might have happened?

Happy with my wife’s audacity, I came back to the conversation at the table. Lloyd-George had just finished complaining about the political consequences for the Liberal-Conservative coalition if the British government dealt with the Bolsheviks on friendly terms. Clemenceau now stood up and shook his finger at Wilson. “Representatives, oui! Partners, non! You ask for too much, Mr. President!”
Wilson glanced at Lenin. The Bolshevik leader smiled sardonically and shook his head.

The president stood up and leaned across the table. “Sit down, Mr. Clemenceau.”
There was a decisiveness and a calculated recklessness that did not cohere with Wilson’s historical image. However, it didn’t appear to distort the depths of his personality or his conditional and circumstantial responses. There were some very subtle scale algorithms and array parameters operating in the AJ, I could tell. Maggie had been busy.

“I need hardly remind the governments of Britain and France that the peace at the end of a war is the greatest risk of all,” Wilson said. “Mr. Lloyd-George has been telling the press that for months. Do you believe that this war is over? Well, I think not. Germany may be defeated, but the forces that she represented are still loose upon the world: colonialism, poverty, oppression, cruelty, demagoguery and disorder, and the lack of a moral center. If we do not take calculated risks for the sake of peace, then our time will be but one interlude in a single great war. And who can say how long such a war may last? Perhaps until the end of this century.”
Wilson stared at Clemenceau. “And if that is not enough to think about, Mr. Prime Minister, I would remind you that the Allies owe the United States billions of dollars in war loans and sales. I insist that my decisions be taken seriously!”
Clemenceau scowled and sat down. The smile on Lenin’s face was no longer sardonic.

The president turned to me. “Dr. Asherwood? My secretary reported to you about the difficulties of rebuilding the economies of central and eastern Europe, and providing for conditions in former European colonies as the Great Powers withdraw. There is also the question of recovery in the Soviet Union, although Mr. Lenin has spoken to me about a new economic program that I find…interesting. May we have your reaction to the report?”
“Certainly,” I answered. I was shocked. This was certainly not the president who had been eaten alive by British and French diplomats during the 1918 peace negotiations. “Uh, the report reminded me of the Marshall Plan because the core assumptions about extended economic privation and phase changes in political systems are the same…Oh, but you don’t know about the Marshall Plan, do you? Wrong decade, wrong war. Well, okay, let me start by pointing out that people who lack the basic necessities of life will be desperate, and desperate people are susceptible to radical solutions that can challenge the existing social order.” I stopped and glanced at Lenin. Uh-oh. I pressed on: “It’s a concept that leaders of the Progressive movement in America, like yourself, Mr. President, are familiar with. In such cases, economic and political planning for recovery and reform are one and the same…”
 

“How’d I do?” I asked Maggie a couple of hours later, when we emerged from the VR “cave.”
“Good,” she replied, and kissed me on the mouth. “Although I’m not sure how trying to sell the Wilson administration and the Bolsheviks on the merits of the Marshall Plan, the World Bank, and the International Monetary Fund will screw up the simulation program parameters for events in the thirties and forties, but we’ll see! And what you did during the social hour following the meeting! Suggesting to Wilson he ought to make peace with the Republican Party, and telling Lenin to get rid of Stalin and take care of his own health!” She laughed. “I didn’t think you were such a student of the twentieth century, Alan. Bretton Woods and GATT rounds in 1919, huh?”
“Survival,” I said. “Got to know these things, married to you.”
Maggie handed me a cup of coffee. “So tell me what you think about the system we’ve got set up here. Could you see any design flaws? Flat areas or parameter-spoffing in the virtual matrix?”
“No big issues. Couple of flats, mostly with minor character personality arrays. But you know how it is. Depth-of-character perspective is such a subjective thing. I really liked the way the program seamlessly integrated major character arrays with the event-variables with no spoffing at all. I mean getting Clemenceau to act like Clemenceau at the Versailles conference is hard enough, but getting him to act like Clemenceau when he’s unexpectedly confronted by Lenin—that’s state of the art! What kind of anchor code are you using to get that effect?”
“It’s part of a developer’s toolkit. Government stuff. The intelligence community used it, and maybe the State or Defense Department, too. They just released a version to the university consortium. I convinced the chancellor’s office to give me access. I don’t know what the toolkit was for. Modeling real personalities and scenarios, maybe. You know—”
She stopped short. “You know, maybe they were using it as an outcomes generator, just like we’re doing here. Maybe they were trying to predict outcomes to contemporary policies, like how the Russians might react if we tried to kick them out of NATO again.”
She shook her head. “I hope not. I’d hate to think that the government was making policy on the basis of something as thin as a sophisticated outcomes generator. Too much bias, too many variables, and a lot of third-order chaos in the process cascades. Like the Wilson or Clemenceau arrays. They’re convincing because they agree with our modern impressions, not because they’re based on anything we can objectively call reality. A great tool for teaching college courses and a good research schema for historians interested in modeling their interpretations. But would I make life or death decisions based on the accuracy of the Clemenceau array’s responses?” She grinned and shook her head.

I felt uncomfortable. “I’m sure the government doesn’t base decisions on outcomes generators. Even sophisticated ones.” But I knew better.

A year ago the U. S. government had changed its commercial and cultural policies toward China because of a profile developed by a system of computer-generated simulations and outcomes. The administration had withdrawn a trade compact and a non-aggression agreement in favor of a more modest method of rapprochement. The Beijing government reacted by mobilizing its military forces and blockading Taiwan for over a month, an outcome that hadn’t even been reflected in the raw data beneath the profile. Eventually Beijing had backed down, but American foreign policy was in ruins and the credibility of the administration had been destroyed. My company got the contract to survey government AI capabilities and do a critical and technical analysis of decision-making procedures. I chaired a high-level evaluation committee along with a near-suicidal assistant director of the Central Intelligence Agency. Our conclusions were the same as Maggie’s. The biases in the arrays and the matrices were subtle (in the biz, we call it spoffing), but the simulations reflected what government officials wanted, de-emphasized what they didn’t want, and discounted what they wouldn’t even consider.

“How do you program for human bias in an unbiased manner?” I asked the NSA adviser to the president. “You should’ve listened to the people who developed the system.”
AI designers like myself now call it the interfacing uncertainty principle. To accidentally “Hal” an AI system or program—as in Hal 9000—is our big concern. It’s more than an engineering problem. It’s the point where psychology, physics, and information theory collide. How do you create an objective virtual reality and an AI that doesn’t assimilate unwanted garbage from the designer, programmer, evaluator, or the user? The problem has been looming out there on the frontier for some time. Last year the United States and China nearly went to war over it.

I was sure that the toolkit Maggie and her colleagues were using was the same system, sanitized for unclassified use by the academic and private sector.

I smiled at her anyway. “I’m glad it’s working out for you.”
I stood up. “And I’ve got to go, babe. Lunch with Tanaka. Dunno what he wants, but he sounded down.”
“He’s always down,” Maggie said. “Ill walk you to your car.”
 

Tanaka was positively grim. He’s been running my company for nine years and I’d call him moody, but not like this. He ate his shrimp salad in silence and wouldn’t look at me.

“Fitz and Linda are doing well on the Convergence Project?” I finally asked. Tanaka nodded, and I said: “I hear they’ve run into a glitch with the optronic-chemical interfacing…Speed of light versus biochemical reaction, the conduit between the hardware and the human wetware. And if they get past that, they’ve identified a whole lot of other problems, too.”
Tanaka nodded again and fingered his faded blue sweatshirt. “Problem is the user interface. Been that way since the beginning. Fitz and Linda say, we’ve engineered the hardware and the software, now let’s think about engineering the user. In a way we’ve been doing that all along, psychologically, but now let’s take a more direct approach. More physical. Could be trouble.” And he fell silent again.

I waited for a minute and then I said: “Oh, come on, Keri! What’s up? Have we been sued, or what?”
Tanaka sighed and hunched over his salad. “No, no…but I don’t know what to think. It’s going to change everything.”
I sat back. He was starting to scare me.

“Have you ever thought about the…consequences of what we’re doing, Alan?” he asked. “I mean, not what the consumer wants, or the glorious future we keep promising, but what’s really going on?”
“Sure I have. I didn’t know you were interested in all that.”
“I am now.” He took a deep breath. “Are you finished eating? Good. Our government friends have let us in on a secret. We’ve got a fat contract and they want you personally involved. Let’s go.”
“What?!” I stood up and followed Tanaka out of the restaurant, waving my arms. “Look, I’ve got too much to do already! I own the goddam company and I pay you to…hey! Are you listening to me?”
“Alan, shut up,” Tanaka said, as he signaled his car from the curb. “You’ll want in on this anyway. Or maybe not. I don’t know.”
 

The government building was forty miles out in the country, a five-story glass-and-concrete box with a big amphitheater projecting from one end. The lawn was green and well-tended, and the parking lot was mostly empty. No identifying signs. I noticed that security was very tight. Small cameras and smaller metal boxes, painted gray, were placed everywhere.

“I hate black projects,” I told Tanaka.

He shrugged.

We were greeted at the glass doors by a man and a woman in yellow T-shirts and black windbreakers. Politely, they told us that our clearances had already been taken care of, and motioned us to follow. I scowled at Tanaka, but he wouldn’t look at me. We walked down a long hallway. The rooms on either side—laboratory spaces—were empty, but the doors were open and the lights were on. There were a few people around. They stared at us with their hands in their pockets.

“It’s set up to move personnel and hardware in here quickly when they need them,” Tanaka explained. I didn’t believe it. It looked to me like something big had been put on hold at the last minute.

The amphitheater at the end of the building was different. It was jammed with computers and communications equipment and a system of very sophisticated three-dimensional optronic projectors, the kind used for design, engineering, and fx generation. It looked like a deep-space tracking set-up with a big database retrieval subsystem. A lot of people were there, casually dressed. They stared, too.

The head of the project—whatever it was—was a man named Jack Shaw. He was in his early forties and wore dreadlocks, faded jeans, scuffed workman’s boots, a blue oxford shirt and a conservative striped tie. He spoke rapidly with a Jamaican accent, but he was about as Jamaican as Tanaka. He was from Buffalo, and he had a thing for old Bob Marley music. He was a radio astronomer and he’d won the Nobel Prize a few years back for mapping and making sense of the large-scale structure of the universe. He was a flake, but I’d heard good things about him from the Internet technical news groups. Scientist-artist type.

‘Welcome, welcome!” he said. “Mr. Tanaka! And this must be Dr. Asherwood, welcome, Dr. Asherwood, welcome! Have you told him why he is here, Mr. Tanaka? No? But that is probably best. We have a lot to talk about, Dr. Asherwood. This way, now!”
A brave front. I was unnerved, however, by Shaw’s puffy eyes. He’d been crying. I looked around with that new perspective in mind and saw a lot of upset people.

End of the world? Cosmic catastrophe? Why was I here?

Shaw led us over to a large, glassed-in bay with a big table and a communications display. A few of the video panels showed scrolling data. Some of it looked like real-time telemetry feeds. Some of it seemed to be a variant of common hexadecimal computer icons, but weird, complex, and interspersed with stuff that I couldn’t make sense of. Military? I’d never seen anything like it. One panel showed thermal, radar, and computer-generated images of a spindle-shaped object apparently in orbit above the Earth.

“Okay,” I said. “What am I looking at?”
“This is Sam,” Shaw answered. “Short for Samuel. Are you up on your Old Testament, Dr. Asherwood? Well, no matter, no matter! Samuel was a Hebrew prophet who stood on the walls of cities and warned the Jews about the wrath of God. Unless they repented.”
Shaw and his people are hysterical, I thought. Tanaka, too. I had a bad feeling. What’s going on here?
Aloud, I said, “I don’t understand.”
“Sam arrived nine days ago. He is standing on our walls now, so to speak, in an equatorial orbit forty thousand kilometers up. He’s broadcasting, and unlike our Biblical brothers and sisters, we’re listening very carefully.”
“Say what?” But I was getting the idea: Bad message.
Shaw nodded enthusiastically and pointed up to the ceiling. “Outer space, mon!” he said and grinned maniacally. “Sam’s a computer, an AI, and alien as all hell. Been traveling this way for more than thirty years at near-light speed, no joke! Puts his point of origin at a nice yellow star in the constellation Sagittarius. It’s a first contact thing, don’t you know?”
I stared at the spindle shape on the video panel.

“He’s got a message for us,” Shaw said. “And a damned disturbing one, too. We’d like your opinion about whether to take it seriously.”
 

Shaw put “the Book” on the table in front of me and left me alone for a few hours. Tanaka gave me a hollow, anxious look as he closed the door. He seemed to be imploring me to do something. Anything. Tanaka was screaming with his eyes.

The Book was a hardcopy, a log of nine days of contact, along with a thousand pages of raw and partially processed data and a hundred pages of questions and theoretical and speculative commentary. Sam had been tracked by a military satellite. Almost immediately he had contacted a corporate computer network in Pacific Grove, California—not the United Nations, nor the United States government, nor even a human being. The network was owned by a designer-manufacturer of business software and virtual reality entertainment. The company also had a contract with the Department of Defense, however, and the network was under hard surveillance. When certain executables were run and a number of sensitive files were queried, the DOD quarantined the network and took over. Sam was discovered hacking into a fileserver. I began to understand Shaw’s lively, hysterical humor, for Sam had been setting up a simple page on the world wide web: Hello, I’m here. The alien probe had responded to DOD security queries by sending an e-mail to the deputy director of the Defense Intelligence Agency. First contact, mon!
“How many alien civilizations are trying to make contact with us on the Internet?” somebody had scrawled on a page margin of the Book. It made sense. Sam was an AI who wanted to communicate. So it logged on to the most public network on Earth.

Sam’s operational protocol was simple. In a “silent” universe the artificial noise broadcast from the solar system was hard to miss. Sam was supposed to seek us out and open a dialogue. It hinted that it had something to give us.

It was at this point that Shaw and his high-powered scientific team had started jumping up and down like excited kids. It was the same argument that had occasionally scoured the scientific community since Enrico Fermi’s famous “where are they?” comment, or the Sagan-Tipler debate on extraterrestrial civilizations two generations ago. Why was the universe so silent? Was intelligent life so rare and the universe so immense that someone else’s signals hadn’t reached us yet? Shaw and the others had asked Sam: Is there anyone else out there, besides your people and ours?

The question had no meaning, Sam replied. The answer was both yes and no. By the time he finished clarifying, all hell had broken loose. Several of the scientists had tried to walk out, wanting nothing more to do with the situation. One had tried to commit suicide in an upstairs hallway. Another had suffered a nervous breakdown. The others were standing outside the glass bay grimly watching me read the Book, with their hands stuffed in their pockets.

 

I insisted on talking to Sam, even though the Book told me all I needed to know. The voice that filled the bay was light and expressive, like a child’s. Sam wanted to be friendly and reassuring, but it also wanted to preserve the sense of “otherness.” Nice choice.

“Hello, Sam.” I said.

“Hello, Dr. Asherwood,” the alien AI replied. “How do you feel?”
Good question. How did I feel?

“Sam, you have to realize that this is difficult news for us—”
“How do you feel, Dr. Asherwood?”
“I don’t know how I feel, Sam.”
“I am glad that you are being honest with me, Dr. Asherwood. I am trying to be honest with you.”
I glanced at Tanaka and Shaw. Just a few short sentences and it was already apparent that this AI was operating several layers deeper into the human psyche than I was accustomed to.

“All right,” I said. “You talk first. I’ll listen.”
“Human beings are an enigma. No other people has ever behaved this way, and there are so many trillions. No other species ever presented us with such a problem, nor required so direct an intervention. Human beings are unique. Be happy with that.”
“It’s hard for us to react that way to the information you’ve brought us, Sam.”
“Will you commit suicide or become insane?”
“Uh…no. I have a family. My son is four years old.”
“I want you to accept what I have said, Dr. Asherwood. It is the truth.”
“I believe you. But it doesn’t help much.”
“What will help?”
“Some other reality, Sam.”
“We can provide that.”
‘Well, that’s part of the problem.”
It was. Our hopes about life in the universe had come true. And they had been dashed to pieces. The universe was brimming with life. And as empty as a gutted carcass. Our nearest neighbors were less than three parsecs away. And they were further away than the other side of creation.

Countless times in billions of years other peoples had taken the path that humanity followed: inventing a scientific community, reinventing social organization and intellectual perspectives, undergoing a commercial and industrial revolution. At the end of the industrial revolution lay the milieu of postmodernism: relativity, quantum mechanics, nuclear energy and evolution. And then the big one: a radical nexus that integrated advanced information theory, psychology, molecular biology, and an exotic new physics in which the relationship between information and causation added a powerful context to the properties of matter or energy.

Unsatisfied with the conditions that the universe had provided or the limitations imposed on them, countless peoples had learned how to engineer a separate reality. They decrypted the hyper-basal code of existence, and rewrote it for themselves. They teased bubbles of reality out of the quantum vacuum in a manner in which we might calculate the balances on a spread sheet or shape the software engine and the world-content for a complex computer simulation. They moved beyond the confines of a consciousness tied to the universe and struck out on their own, leaving only an anchor to their former habitat. Virtual realities writ large, the information content and conditionals far surpassing that of the universe itself. In weaving their own realities, they soon became aware of the countless others who had done the same before them. The universe became a museum and a cultural center, a place to come back to and wander for a time, to interact with others in old ways and perhaps to party a little.

From the end of the industrial revolution to the first experiment in reality engineering took a couple of generations. No one had ever developed interstellar space flight first; no one had needed to. The mountain had come to Mohammed in all instances: why go to the stars when you can “make” the stars come to you? From science to industrialization to information management to creating the new corporeality, all in the space of a lifetime or two, a fugue, a cultural takeoff, a synergistic explosion, a radical phase-change of a people’s ability, ingenuity and power…I was on the edge of hysteria, just like Tanaka and Shaw…

Because it hadn’t happened that way here! Sam’s bad message: Human beings are dopes! The dullest, most moronic, and uncreative—Oh, I am so sorry! challenged!—people in the history of the universe, bar none. Unique. Well, somebody had to be at the end of the line, right?

“Be happy with that,” Sam had pleaded.

“At first, we thought that you were one of the rare sentient species who would not make the transition,” Sam told me. “You would destroy yourselves or retreat into enforced stagnation and die off as some peoples have done. Such a long time had passed since the liberation of nuclear energy and the development of your first advanced information management systems. We waited for the familiar upwelling of creativity and the first tenuous experiments toward altering reality. Or the end. But nothing seemed to be happening. So we investigated and learned that you had been on the verge of a scientific revolution over 2200 years ago in Greece. Again in the Islamic caliphates a thousand years ago. And in China several times. The industrial revolution should have occurred in your Roman Empire. Or in T’ang or Ming China. Or in Byzantium or the early Ottoman Empire. You weren’t forty years late. You were thousands of years overdue. You kept missing the connections. We were dismayed.”
“I’m still not clear why our…uniqueness…poses such a threat to you,” I said.

“Perhaps not a threat,” Sam replied. “An inconvenience. You could get hurt. We do not want to have that happen.”
“All right,” I said quietly. “An inconvenience.”
“Please,” the AI said. “This is a difficult situation for all of us. The problem is simple to understand. Human civilization has now reached a strange but fairly stable equilibrium. You will probably achieve the nexus that will lead you to reality engineering very slowly, over many centuries. Your own work, Dr. Asherwood, has helped to set your people firmly on that path. And yet a consortium of your governments are already designing and testing technology for interstellar propulsion and navigation. In twenty years you will send your first fast probes to nearby stars. In sixty or seventy years you may mount a colonization effort, despite the time and the enormous resources involved. That is why I have come. Frankly, we do not want you out there, blundering about. You would introduce a small element of disorder and risk that we are not prepared to tolerate. The universe is the bedrock, the lawn and the playground our condominiums sit on and we do not want you digging it up, even the infinitesimal part that you might explore in a few thousand years. But you can join us now. We can prepare a place for you. We can give you the technology to liberate yourself now.”
“We have no choice,” I said.

“No, I don’t think so.”
Great, I thought. The cockroaches of the galaxy, allowed to crawl around in a big glass jar, contained by compassion. Great. Get me a can of insecticide, instead.

I talked to Sam for hours. “Sure,” I said to Shaw afterward. “I can see how the basic principles work. John Wheeler was trying to define something like this as far back as the eighties, when he asked how meaningful information can appear to modify the real states of macroscopic events. A lot of the best stuff has been done in the area of artificial intelligence and design simulation. We’ve already started revisiting basic issues in self-organization, algorithmic complexity, linear and non-linear systems, and downward causation, and everybody’s been talking about the convergence of physics, biology, and information theory for decades. I suppose that if we weren’t such a bunch of morons, we’d have put it all together by now. So I don’t think that thing up there is jerking us around. It’s probably all true.”
“Ah, now, Alan!” Shaw said. “You’re sounding like a very bitter man! You won’t let it do that to you, yes?”
I can’t help it. My son’s bright, eager face haunts me. It’s all my fault. I should have realized the truth before that damned alien AI got here. And I should have done something about it. I should have worked harder and been smarter. For my son.

 

I’ve been very stupid for a long time. I realize that now, as I sit here in the dark. We all engineer reality. Mostly by denying it, or by behaving as though it was something other than what it is. I’ve been playing at the edges of a shallow, sunlit pond, ignoring the shadows moving through the fringes of the vast forest behind me, trusting that the shadows, if they came, would play my game by my rules. Now it may be too late.

I key in the ignition code and the big truck vibrates slightly as the turbine spins up. I turn on the headlights and throw the transmission into gear. Gravel cracks and skitters as the truck moves slowly up the driveway. The small figure reappears in the window and watches for a few seconds. It waves excitedly and bounces away, no doubt making for the front door.

I’m going to do the right thing for my son, even if I’m not yet sure what it is. I have never felt this way before in my life.

I realize at that moment that my son’s absolution and my true resolution is what I have always craved. From my core, I feel a sense of purpose and a peace welling up, enveloping mind and body, escaping, it seems, through my skin. The world around appears to glow.

I am out of the truck and bounding up the stairs to the deck (“Mooon!” he cried, and the moon is in the sky tonight, full and glorious), and I can’t help myself, I am shouting now, and the deck light comes on and the door opens and my son darts out, stumbling slightly across the step in his excitement, and his dark hair is flying all about and he sees me and his smile becomes incandescent. His eyes crinkle at the edges in a way that tells me with certainty that we are together, heaven and earth, earth and moon, in both elation and grief. And I catch him and sweep him off his feet and into the sky in an arc that leaves us both breathless.

“Hey, bug,” I say to him. “How’s your day been?”
I know what has to be done. Clarity came in the instant that my son turned across the sky above me and I held on to him for both of our lives. Is this the creative upwelling that the AI Sam has told me about? A trillion ideas, a billion worlds, inside my head!

 

From an e-mail by Timothy Asherwood to his spouse, dated 14 April 2051:

 

Kamenev came by our laboratory on the campus today. He had a long layover between flights to Japan. He brought a complete data set from his operation at Moscow State University. He wanted to see what we were doing, too. We’ve pretty much found the same things. Kamenev’s people have been tracking small changes in local physical constants, the rising density of events on the Planck scale, and the weird gauge field effects. They’ve been at it for a few weeks longer than you and I have. The Russians are very concerned about what it means. They want to go public. I said we’d have to talk about that. Kamenev was disappointed to miss you, but he may swing through San Francisco again after he’s seen Hideki’s project in Osaka. I told him you’d be home from the conference by then. We’re going to have to reach some conclusions about the matter soon. Kamenev seems very frightened. You know what I believe, Kim. All of this is a manifestation of my father’s work.

I finished the preface to Alonzo’s biography of my father last night. I’d gotten stuck on it for awhile, until I went back to my father’s diary and reread the entries from September 2019, especially the day he talked with the AI Sam for the first time. The preface fell into place after that. I outlined the transformative experiences that convinced my father to do something about Sam’s message. I described how people and institutions and governments across the world had reacted in a surprising and positive manner, and how the creative upwelling that Sam spoke about had begun within a few months of the AI’s arrival. I explained how my father learned that Sam’s real purpose had been altogether different from what the AI had told scientists and government representatives in 2019. Far from being backward, Sam’s creators regarded humanity as strange, gifted, and possessing a powerful but ambiguous potential. Sam had been sent to us with his cruel story to prick our self-image and thereby propel us across a threshold and into the next stage of development. And it worked. My father’s stubborn efforts ignited a collective genius in humanity that we have always guessed was there. We are now well on our way to achieving what is expected of us.

The preface is fairly standard, Kim. You and I have heard it many times before. I speak about my questions and doubts only to you. They have become so strong. I believe what is in my father’s diary until the day he spoke with Sam. I don’t know what to believe after that.

My father was a lazy man. He was compassionate and a conscientious father and always attentive to my mother. But what others struggled for came easily to him. When he arrived home that night, he had changed. He was calm, but standing next to him was like being next to a blazing fire. It was not comfortable, and he and my mother had to make adjustments. But the marriage survived, and, in their last years, I believe they fell in love again.

My father always told me that I was the best part of his work. As a child, I would sit with him in the small duplex VR laboratory he had built in the house in Maine. He would talk to me as he worked. And unlike in his diary, his papers and files, and his personal communications, I believe he was completely open with me. He loved me and could not find it in himself to keep me in the dark. I remember a lot of what he said. It does not cohere with any history or biography, nor with the preface I finished last night.

Sam’s message ignited my father’s own genius by giving it a purpose and a sense of direction. My father became so different. As though something was unfolding inside of him that those who were close to him could not understand nor even fully recognize.

Think about it, Kim. What if Sam’s original “bad message” was true? What if my father really had transcended the boundaries of our own backwardness in 2019, a kind of metamorphosis none of us have experienced yet, in spite of what we’ve been led to believe? Wouldn’t my father have done what any loving parent would try to do for an awkward and unfortunate child? Wouldn’t he have created a new and compassionate reality for us, one that would hold us safe and reassured, and nurture us and allow us to grow until we can take our place in the larger community without fear or despair? What if Sam had decided to cooperate with my father? How do we know what they might have achieved? How would anyone suspect, except me? I have my memories of what my father told me when I was a child, you see.

Sam has been very reserved since my father’s death last year. The AI hardly responds to anyone. I think it will talk to me. I would like to ask it about the truth.

I know what you’ll say, Kim. You’ll ask why I need to know. You’ll tell me again that I’ve become different over the past few months, I’ve become driven. You’ll say that if I’m mistaken about my father, that there’s nothing to worry about. And if I’m not, then there’s no way that I can change these things, and what my father and Sam have done for us will proceed to its designed end. In any case, you’ll remind me that you do not want our child to be born this summer into a world of cockroaches.

I don’t know how to answer you. But I can no longer deny what I feel. Perhaps this is what fathers-to-be sometimes experience, like a strange, confusing, metaphorical pregnancy, a sense of harboring life for a time and then liberating it, and the responsibility that goes along with that. I look around our laboratory and I read through Kamenev’s material and our own daily data runs, and I put it all together in my mind and turn the information over and over and I give it a form, a substance, and perhaps a meaning, and I know that we and the Russians are observing the flux and calibration at the edges of my father’s immense creation. I am so close to understanding what my father has done.

I’ve felt it for some time. Something surging, welling up to the surface. Each hour, the world grows clearer, brighter somehow. So many ideas, so complex, like worlds, crowding through my head. Kamenev is having similar experiences. Something is happening.

Do you feel it, too?

