
        
            
        
    






















index-8_1.png
uum had to be enclosed for filament, grid, and plate to be far enough apart
so that electrons wouldn't jump the gap until encouraged to do so. This
meant that radio tubes were relatively expensive, since they had to be man-
ufactured out of considerable material, and had to be evacuated, too.

Since radio tubes were large, any device using them had to be bulky,
too, and could not be made smaller than the tubes they contained. As de-
vices grew more and more sophisticated, more and more tubes (each
designed to fulfull a special purpose) were required, and bulkiness became
more pronounced.

The first electronic computers had to make use of thousands of radio
tubes, and they were, therefore, perfectly enormous.

Then, too, radio tubes were fragile, since glass is brittle. They were also
short-lived, since even the tiniest leak would eventually ruin the vacuum;
and if not even the tiniest leak existed to begin with, one would surely de-
velop with time. What's more, since the filaments must be kept at high
temperatures all the time the tubes were in action, those filaments would
eventually break.

(I remember the time in the early 1950's when I first owned a television
set, and had to have what amounted to a “live-in” repairman. I dread to
think what a small proportion of time a computer would be in true working
order, when there would never be time during which some of its tubes
would not be going or gone.)

And that’s not all. Since the radio-tube filaments had to be maintained
at a high temperature whenever working, they were energy-consuming.
Moreover, since the device did not work until the filament had attained the
necessary high temperature, there was always an irritating “warm-up”
period. (Those of us past our first youth well remember that.)

The transistor and its allied devices changed all that, correcting every
single one of the deficiencies of radio tubes without introducing any new
ones. (Of course, we had to wait for some years after 1948, until techniques
were developed that would produce materials of the required purity, and
that would deliver the required delicacy of “doping” with added impurities,
and yet do it all with sufficient efficiency and reliability to keep the prices low.)

Once the necessary techniques were developed, transistors could re-
place tubes, and, to begin with, the vacuum disappeared. Transistors were
solid throughout, so that they were called, together with a whole family of
similar items, “solid-state devices.”

Away went fragility and the possibility of leaks. Transistors were much
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From 1920 to 1950, rectifiers and amplifiers involved the manipulation
of streams of electrons forces across a vacuum.

In 1883, the American inventor Thomas Alva Edison was studying
ways to make his filaments last longer in the light bulbs he had invented.
He tried including a cold metal filament next to the incandescent one in his
evacuated bulb. He noted that an electric current flowed from the hot fila-
ment to the cold one.

In 1900, a British physicist, Owen W. Richardson showed that when a
metal wire was heated, electrons tended to boil out of it in a kind of sub-
atomic evaporation, and that this explained the “Edison effect.” (Electrons
had not yet been discovered at the time of Edison’s observation.)

In 1904, the English electrical engineer, John A. Fleming, worked with
a filament surrounded by a cylindrical piece of metal called a “plate” and
placed the whole inside an evacuated container. When the filament was
connected to the negative pole of a battery, electrons plunged through it,
then out across the vacuum into the plate, so that an electric current passed
through the system. Of course, the filament gave off electrons more easily
as it grew hotter, so Fleming had to wait some time for the filament to grow
hot under the push of electrons, before it sprayed them out in sufficiently
large quantities to produce a sizable current.

If the filament were connected to the positive pole of a battery,
however, electrons were drawn out of the filament and there was nowhere
from which replacements could be obtained. They could not be sucked
across the battery from a plate that was too cold to yield them. In other

_words, current could only pass in one direction through the system, which
was, therefore, a rectifier. R

Fleming called this device a “valve” since it could, in sense, open or
close, permitting or shutting off the electron flow. In the United States,
however, all such devices came to be called “tubes,” because they were
hollow cylinders, and since they came to be best known for their use in
radios, they were called “radio tubes.”

In 1907, the American inventor Lee de Forest included a third element
(the “grid”) between the filament and the plate. If a positive charge was
placed on the grid, the size of the charge proved to have a disproportionate
effect on the flow of electrons between filament and plate, and the device
became an amplifier.

Radio tubes worked marvelously well in the control of electron flow,
but they did have their little weaknesses.

For instance, each radio tube had to be fairly large, since enough vac-
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more rugged than vacuum tubes could possibly be, and much less likely to
fail.

What's more, transistors would work at room temperature, so they
consumed much less energy and required no warm-up period.

Most important of all, since no vacuum was required, no bulk was im-
posed. Small transistors did their work perfectly well, even if there was
merely a tiny fraction of a centimeter distance between n-type regions and
p-type regions, since the bulk of the material was a far more efficient non-
conductor than vacuum was.

This meant that each vacuum tube could be replaced by a far smaller
solid-state device. This first entered the general consciousness when com-
puters came to be “transistorized,” a term quickly replaced by the far more
dramatic “miniaturized.”

Computers shrank in size and so did radios. We can slip radios and
computers into our pockets now.

Television sets would be miniaturized, too, but we don’t want to shrink
the picture tubes. That same desire to keep a sizable picture tube limits the
shrinkage possibilities of word processors and other forms of computerized
television screens.

Over the past quarter-century, indeed, the main thrust of computer de-
velopment has been in the direction of making solid-state devices smaller
and smaller, using ever more delicate junctions, and setting up individual
transistors that are quite literally microscopic in size.

In the 1970's, the “microchip” came into use, a tiny square of silicon, a
couple of millimetres long on each side, upon which thousands of solid-
state-controlled electrical circuits could be etched by electron beams.

It is the microchip that has made it possible to squeeze enormously ver-
satile capabilities into a little box. It is the microchip that has made pocket
computers not only so small in size, but able to do much more than the
giant computers of a generation ago — while costing next to nothing, too,
and virtually never requiring repairs.

The microchip has also made the industrial robot possible.

Even the simpliest human action, requiring judgment, is so complex
that it would be impossible to have a machine do it without including some
sort of substitute for that judgment.

Suppose, for instance, you were trying to get a machine to perform the
task of tightening bolts (which drove Charlie Chaplin insane in the movie
“Modern Times” simply because the task was too simple and repetitive for
a human brain to manage it for long).
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The task seems so simple that even a human brain of less-than-average
capacity can do it without thinking, but consider—

You must see where the bolt is, reach it quickly, place a wrench upon it
in the proper orientation, turn it quickly to the proper tightness, notice,
meanwhile, whether the bolt is seated properly on the screw and correct it
if it is not, tell whether it is a defective bolt or not, discarding and replacing
it if is, and so on.

By the time you try to build the necessary capacities into an artifical arm
in order to get it to duplicate all the things a human being does without any
realization of how difficult a task he is performing, you would end up
(prior to 1970) with a device that would be totally impractical, and incred-
ibly bulky and expensive — if it could be done at all.

With the coming of the microchip, however, all the necessary details of
judgment could be made compact enough and cheap enough to produce
useful industrial robots.

Undoubtedly, we can expect this trend to continue. People who are
working on robots these days are concentrating chiefly in two directions:
on supplying them with the equivalent of sight, and on making it possible
for them to respond to human speech and to speak in return.

A robot that can see, hear, and speak will certainly move a giant step
closer to seeming “alive” and “intelligent.”

It is clear, moreover, that what will make a robot seem alive and intelli-
gent will be one thing, and one thing only — the microchip. Without the
solid-state devices that lend it its abilities and sense of judgment, a robot
would be merely a rather intricate lump of metal, wires, insulation and so
on.

And what is the microchip, stripped to its essentials? Slightly impure sil-
icon, just as the human brain is essentially slightly impure carbon.

We are now heading, I believe, toward a society composed of two
broad types of intelligence, so different in quality as to be non-competing
in any direct sense; each merely supplementing the other. We will have
human beings with carbon-based brains, and robots with silicon-based
brains. More generally, we will have carbon-life and silicon-life.

To be sure, the silicon-life will be human-made and will be what we call
“artificial intelligence,” but what difference does that make?

Even if there is no possibility that what we think of as natural silicon-
life can evolve a.nywl'xm in the Universe, there will still be silicon-life after
all.

And if you stop to think of it, silicon-life will be as natural as carbon-
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SILICON LIFE AFTER ALL

Every occupation has its hazards, and my own particular niche in the
literary world includes the risk of developing a reputation for omniscience.
I am forever finding myself on the edge of being expected to know every-

- thing.

1 deny the impeachment with a bashful fervor every chance I get. In
fact, 1 have a settled routine for the end of every speech, when the time ar-
rives for questions from the audience. I say, “You may ask me anything at
all, for I can answer all questions, if ‘I don’t know’ is counted as one pos-
sible answer.”

Does it help? No, it doesn't.

In the May 24, 1982 issue of New York Magazine, answers were pre-
sented for their “Competition 44, in which the readers had been asked for
quotations that were considered humorously inappropriate for the “famous
person” to which they were ascribed. Among the honorable mentions was:

“ 1 don’t know.” — Isaac Asimov.”

I'm sure that my F & SF essays are a major factor contributing to this
misconception, but I can't help that. I have no intention of ever stopping
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life is, even if silicon-life was “manufactured.” After all, there is more than
one way to “evolve.”

It might well seem to us that the whole function of the Universe was to
evolve carbon-life; and to a robot, it might well seem that the whole function
of carbon-life, in turn, was to develop a species capable of devising silicon-
life. Just as we consider carbon-life infinitely superior to the inanimate Uni-
verse out of which it arose, a robot might argue that—

But never mind that; I dealt with that point in my story “Reason,”
which I wrote forty-two years ago.
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aluminum is the best conductor.

Most metals are fairly good conductors. Even Nichrome, an alloy of
nickel, iron, and chromium, which has an unusually high resistivity for a
metal, has one of merely 1 X 10 ~%. This is 65 times as high as that of copper
and makes Nichrome a suitable wire for use in toasters and in heating ele-
ments generally. The electric current, forcing its way through the Ni-
chrome, heats it much more than it would heat a copper wire of equivalent
size, for the heating effect goes up with resistance, as you might expect.

The reason why metals can conduct electricity comparatively well is
that in each metal atom there are usually one or two electrons that are lo-
cated far out on the atomic outskirts and are therefore loosely held. These
electrons can easily drift from atom to atom, and it is that which facilitates
easy passage of the electric current.

(The movement of electrons is not quite the same as the flow of elec-
tricity. The electrons move rather slowly, but the electrical impulse their
motion makes possible travels along the wire at the speed of light.)

In substances in which all the electrons are firmly held in place, so that
there is little or no drift from one atom to another, electric current flows
very slightly. The substance is a non-conductor and the resistivity is high.

Maple wood has a resistivity of 3 X 10% glass one of about 1 X 10
sulfur one of about 1 X 10%; and quartz something like 5 X 10'7. These are
outstanding non-conductors.

Quartz has 33 trillion trillion times the resistivity of silver, so that if a
quartz filament and a silver wire, of equal length and cross-section, were
connected to the same electric source, 33 trillion trillion times as much cur-
rent would pass through the silver in a given unit of time as would pass
through the quartz.

Naturally, there are substances that are intermediate in ability to con-
duct an electric current. The element germanium has a resistivity of two,
and silicon has one of 30,000.

Silicon has a resistivity that is two trillion times as great as that of silver.
On the other hand, quartz has a resistivity that is sixteen trillion times as
great as that of silicon.

Silicon (which was the subject of my last three essays) has, therefore, a
resistivity that is about midway between the extremes of conductors and
non-conductors. It is an example of a “semiconductor.”

In a previous essay, I explained that of the silicon atom’s fourteen elec-
trons, four were on the outskirts and were less tightly held than the rest
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these essays for any reasons other than mortality (either my own or the
magazine’s), and so here goes with my — believe it or not — 290th of the
series.

Let’s begin with the notion that an electric current travels easily through
some substances but not others. A substance which easily carries a current
is an “electrical conductor” or, simply, a “conductor.” A substance that
does not easily carry a current is, almost inevitably, a “non-conductor.”

Not all conductors transmit an electric current with equal ease. Any
particular substance offers a certain amount of resistance to the passage of
current, and the greater the resistance, the poorer the conductor.

Even if we are dealing with only a single substance, fashioned into a
wire, we may expect to have different resistances under different circum-
stances. The longer the wire, the greater the resistance; the smaller the
cross-sectional area of the wire, the greater the resistance. (This would also
be true of the more familiar situation of water passing through a hollow
pipe, so it shouldn’t surprise us.)

Suppose, though, that we compare the resistances of different sub-
stances, each of which is made into a wire of the same standard length and
cross-section and is kept at 0°C. Any difference in resistance would then be
entirely due to the intrinsic properties of the substance. It would be the “re-
sistivity” of the substance, and the lower the resistivity, the better the con-
ductor.

Resistivity is measured as so many “ohm-metres,” the exact meaning of
which is irrelevant right now, and which I won't keep repeating. I shall just
give the figures.

Silver is the best conductor known and has the lowest resistivity —
0.0000000152 or 1.52 X 1078, Copper is next with a resistivity of 1.54 X
108, Copper has a resistivity only a little over one percent higher than that
of silver, and copper is considerably cheaper, so if you care to strip the in-
sulation off a wire used in an electrical appliance, you will find it is copper,
and not silver, that forms the wire.

In third place is gold, which is 2.27 X 10~# (its expense precludes its
use), and in fourth place is aluminum with 2.63 X 1072,

Aluminum has a resistivity about 70 percent higher than that of copper,
but it is so cheap that it is the metal of choice for long-distance transmission
of electricity. By making the aluminum wires thicker, their resistance will
drop to below that of the usually thinner copper wires; and yet aluminum
wires will be less massive than the thin copper wires. Mass for mass, in fact,
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If you attach such a crystal to the negative and positive poles of a bat-
tery, the electrons tend to move, when possible, away from the negative
and toward the positive pole. This tendency does little good because or-
dinarily there is nowhere for the electrons to go, but if an electron has a
hole between itself and the positive pole, it moves forward to fill it, and, of
course, leaves a hole in the place where it was. Another electron fills that
hole, which appears in still a new place, and so on.

As the electrons fill the hole in turn, each moving toward the positive
pole, the hole moves steadily in the other direction toward the negative
pole. In this way, the hole acts as though it were a positively-charged par-
ticle so that this type of crystal is termed a “p-type semiconductor,” the “p”
standing for “positive.”

If an n-type semiconductor is attached to a source of alternating cur-
rent, the excess electrons move in one direction, then the other, then the
first, and so on, as the current continually changes direction. The same is
true, with the holes moving back and forth, if it is a p-type semiconductor
that is in question.

Suppose, though, we have a silicon crystal which has arsenic impurity
at one end and boron impurity at the other end. One half of it is n-type and
the other half is p-type.

Next imagine that the n-type half is attached to the negative pole of a
direct-current battery, while the p-type half is attached to the positive pole.
The excess electrons in the n-type half move away from the negative pole to
which it is attached and toward the center of the crystal. The holes of the
p-type half move away from the positive pole to which it is attached and
toward the center of the crystal.

At the center of the crystal, the excess electrons fill the holes and the
two imperfections cancel — but new electrons are being added to the crys-
tal at the n-type end, and new holes are being formed at the p-type end as
electrons are drawn away. The current continues to pass through indefinitely.

But imagine that the n-type end of the semiconductor is attached to the
positive pole of a direct-current battery, and the p-type end is attached to
the negative pole. The electrons of the n-type end are attracted to the posi-
tive pole to which the end is attached and move to the edge of the crystal
away from the center. The holes at the p-type end are attracted to the
negative pole and also away from the center. All the electrons and holes
move to opposite ends, leaving the main body of the semiconductor free of
either, so that an electric current cannot pass through.

An electric current, therefore, can pass through a semiconductor in
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were. In a silcon crystal, however, each of the four outer electrons of a par-
ticular silicon atom is paired with one of the outer four of a neighboring
atom, and the pair is more tightly held between the two neighbors than a
single electron would be. That is why silicon is, at best, only a semi-
conductor.

The semi-conducting property is at a minimum if all the silicon atoms
are lined up perfectly in three-dimensional rank and file so that the elec-
trons are held most tightly. In the real universe, however, crystals are very
likely to have imperfections in them, so that somewhere, a silicon atom
does not have a neighboring atom appropriately placed, and one of its elec-
trons dangles. The occasional dangling electron increases the conductive
power of silicon and contributes disproportionately to its semi-conducting
properties.

If you should desire to have an electric current pass through silicon with
reasonable ease, you could help by throwing in a few extra electrons. An
easy way of doing this is by deliberately adding an appropriate impurity to
the silicon, arsenic, for instance.

Each atom of arsenic has 33 electrons, which are divided into four
shells. The innermost shell contains two electrons, the next eight, the next
eighteen, and the outermost five. It is these outermost five electrons that
are most loosely held.

When the arsenic is added to the silicon, the arsenic atoms tend to take
theif place in the lattice, each one lining up in some random location
where, if the silicon were pure, a silicon atom would have been. Four of the
outermost electrons of the arsenic atom pair up with those of neighboring
atoms, but the fifth cannot, of course. It remains loosely held, and it drifts.

It may manage to find a place here or there, but only at the cost of dis-
placing another electron, which must then proceed to drift. If one end of
such a crystal is attached to the negative pole of a battery and the other to a
positive pole, the drifting electrons (each of which is negatively charged)
will tend to drift away from the negative pole and toward the positive pole.
Such an impure silicon crystal is an “n-type semiconductor,” the “n” stand-
ing for “negative,” which is the charge of the drifting electrons.

Suppose, though, that it is a small impurity of boron that is added to
the silicon. Each boron atom has five electrons, two in an inner shell and
three in an outer one.

The boron atoms line up with the silicon atoms, and each of the three
outer electrons pair up with electrons of the silicon neighbors. There is no
fourth electron and in its place there is a “hole.”
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either direction, if the semiconductor is entirely n-type or entirely p-type. If
the semiconductor is n-type at one end and p-type at the other, however,
an electric current can pass through in one direction, but not in the other.
Such a semiconductor will allow only half of an alternating current to pass
through. A current may enter such a semiconductor alternating, but it
emerges direct. A semiconductor that is n-type at one end and p-type at the
other, is a “rectifier.”

Let us next imagine a semiconductor that has three regions: a left end
that is n-type, a central region that is p-type, and a right end that is n-type
again.

Suppose that the negative pole of a battery is attached to one n-type
end, and the positive pole is attached to the other n-type end. The p-type
center is attached to a second battery in such a way that it is kept full of
holes.

The negative pole pushes the excess electrons of the n-type to which it is
attached away from itself and toward the p-type center. The p-type center
attracts these electrons and enhances the flow.

At the other end, the positive pole pulls toward itself the electron excess
in the n-type end to which it is attached. The p-type center also pulls at
these electrons, however, and inhibits the flow in this half of the crystal.

The p-type center, then, accelerates the flow of electrons on one side of
itself, but inhibits it on the other. The overall rate of flow of current can be
sharply modified if the extent of positive charge on the central section is
shifted.

A small alteration in the charge of the p-type center will result in a large
alteration in the overall flow across the semiconductor, and if the charge on
the center is made to fluctuate, a similar fluctuation, but a much larger one,
is imposed on the semiconductor as a whole. Such a semiconductor is an
“amplifier.”

Such a three-part semiconductor was first worked out in 1948, and,
since it transferred a current across a material that was a resistor (that is,
that ordinarily had a high resistance), the new device was called a “transis-
tor.” The name was first given it by John R. Pierce (better known to science
fiction audiences for the s.f. stories he has written under the name of J. J.

Coupling.)

Rectifiers and amplifiers are no strangers to the electronic industry. In
fact, radios, record players, television sets, computers, and other such de-
vices, all depend upon them intensely.
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